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a b s t r a c t 

This paper proposes a method to measure the reaction rate constants in kinetically-simple pyrolysis sys- 

tems using rapid compression machine (RCM) and fast sampling. The method involves first performing 

sensitivity analysis based on a reasonable kinetic model to identify the species dominated by a target re- 

action. Then the time-resolved species concentration profiles are measured in RCM experiments using fast 

sampling and gas chromatography. Finally, the pre-assigned pre-exponential factor and the activation en- 

ergy are optimized by an iterative fitting procedure, in which the entire temperature profile derived from 

the pressure history is taken into account. In order to validate this method, the rate constant of the reac- 

tion CH 3 OCHO (methyl formate, MF) = > CH 3 OH + CO (R1) was determined by measuring the CO concen- 

tration over 948–1112 K at 30 bar, obtaining the rate expression k R 1 / s 
−1 = 3 . 04 × 10 13 exp ( −30968 K/T ) , 

which is consistent with previous theoretical and experimental studies. The rate constant of the reac- 

tion CH 3 OCOOCH 3 (dimethyl carbonate, DMC) = > CH 3 OCH 3 (dimethyl ether, DME) + CO 2 (R2) was then 

studied by measuring the time-resolved DME concentration over 994–1068 K at 30 bar. The measured rate 

expression of k R 2 / s 
−1 = 2 . 02 × 10 13 exp ( −34248 K/T ) with an uncertainty of ±30% agrees well with the 

RRKM/Master Equation calculation based on a high-level quantum chemical potential energy surface. 

© 2017 The Combustion Institute. Published by Elsevier Inc. All rights reserved. 
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1. Introduction 

Assignment of rate constants for important combustion reac-

tions is a crucial aspect in the development of detailed combustion

chemical kinetic models for hydrocarbon fuels and biofuels. Among

various well developed experimental methods to measure the rate

constants [1] , shock tube (ST) combined with laser absorption

spectrometry (LAS) has been widely used in the study of pyrolytic

reaction under high-pressure and high-temperature conditions [2–

3] . A key assumption of this method is that if the uncertainty of

the concentration of an individual species is predominantly in-

fluenced by a single reaction in a complex reaction system, the

rate constant of this reaction can be derived from the measured

concentration time-history of that species. For instance, Ren et al .

[4–5] studied the decomposition of methyl formate (MF) using ST
∗ Corresponding authors. 
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ombined with LAS over 1202–1607 K and 1.36–1.72 atm. The CO,

H 2 O, and CH 4 concentrations are dominated by the reactions MF

 > CH 3 OH + CO, MF = > 2CH 2 O, and MF = > CH 4 +CO 2 , respec-

ively. The rate constants of these reactions were then obtained by

uning them to match the measured mole fractions of CO, CH 2 O,

nd CH 4 . Over the last decade, this method has contributed exten-

ively to the development of combustion kinetic models of typical

ydrocarbons and biofuels [2–3] . Another successful application of

hock tube on the rate constant measurement is the single-pulse

hock tube (SPST) [6–7] . In these experiments, gas chromatogra-

hy (GC) is used to analyze the sample withdrawn from the re-

ctive mixture, which is quenched by the expansion wave after

 specific reaction time (typically 0.5–2.0 ms). The rate constants

re then derived from the concentration-temperature plots. With

he temperature uncertainty significantly reduced by the compar-

tive method of Tsang [8] , SPST has been extensively used in the

tudy of unimolecular decomposition and some bimolecular reac-

ions [9] . 

In view of the success achieved by the technique of ST/LAS

nd SPST on the measurement of reaction rate constants, we ap-

ly herein the similar concept to the rapid compression machine
. 

http://dx.doi.org/10.1016/j.combustflame.2017.05.006
http://www.ScienceDirect.com
http://www.elsevier.com/locate/combustflame
http://crossmark.crossref.org/dialog/?doi=10.1016/j.combustflame.2017.05.006&domain=pdf
mailto:byang@tsinghua.edu.cn
mailto:feng2011@ustc.edu.cn
http://dx.doi.org/10.1016/j.combustflame.2017.05.006


P. Zhang et al. / Combustion and Flame 183 (2017) 30–38 31 

(  

t  

t  

t  

W  

t  

m  

t  

a  

q  

w  

c  

r  

p

 

t  

n  

w  

b  

t  

p  

b  

c  

i  

s  

t  

c  

c  

t  

n

 

p  

s  

t  

d  

c

[  

g  

s  

d  

i  

v  

t  

d  

t  

t

 

t  

t  

s  

t  

c  

t  

a  

c  

m  

a  

i  

t  

w  

t  

n  

a  

u  

e  

e  

i

 

t  

i  

s  

i  

t  

d

C  

i  

[  

o

C  

w  

p  

m  

t

2

2

 

I  

w  

o  

p  

a  

t  

i  

o  

t  

[  

R

 

s  

t  

p  

s  

fi  

f  

t  

a  

f  

w  

b  

r  

q  

t  

p  

t  

s  

m  

a  

s  

i  

0  

w  

a  

t  
RCM) combined with fast sampling and GC. Compared to the

raditional ST/LAS and SPST, RCM usually operates with a longer

est time ( ∼10 ms in this study), which means it can be used for

he measurements of slower reactions at lower test temperatures.

ith a longer test time, RCM can be used as a supplementary

ool to the ST measurements; while with a lower test temperature,

ore species will be dominated by a corresponding single reac-

ion, which enables more applications of this method. Addition-

lly, compared to ST/LAS, RCM/GC can be used to simultaneously

uantify large molecules and multiple species without interference,

hich also extends the potential application of this method; while

ompared to SPST, RCM/GC has adjustable test times over multiple

eproducible experiments, which will result in concentration-time

lots instead concentration-temperature plots in SPST. 

RCM, typically used for the study of homogenous combus-

ion and ignition, has been proven effective and reliable in ki-

etic modeling studies [10] . In particular, the crevice piston design,

hich eliminates the corner vortex [11–12] scratched from the cold

oundary layer by piston motion and thereby tremendously ex-

ends the duration of the homogenous hot core, was first pro-

osed by Lee and Hochgreb [13] in 1998 and subsequently adopted

y almost all RCMs. The success of this design was confirmed by

omputational fluid dynamics (CFD) calculations [14–17] and non-

ntrusive temperature measurements [15,18] , leading to the con-

ensus that, with this design, the homogeneity in the bulk mix-

ure can be easily maintained longer than 20 ms after the end-of-

ompression (EOC). This homogeneity also supports the adiabatic

ore assumption, making it possible to derive the temperature by

he adiabatic relation, which has also been validated by laser diag-

ostics [19–21] . 

There are two non-ideal aspects in the RCM experiment com-

ared to the ST experiment, namely the non-negligible compres-

ion process and the heat loss. Bradley et al . [22] has shown

hat these facility-dependent effects are the main reasons for the

eviation of experimental data from different groups. The most

ommonly used correction method is that of “effective volume”

10,18,23] , which assumes the entire process in the RCM core

as is adiabatic, and supplements the traditional constant volume

imulation with a volume profile. The pressure increase/decrease

ue to the compression/heat loss is exactly replicated by shrink-

ng/expanding the reactor volume before/after the EOC, hence pro-

iding a way to compare the experimental data with model predic-

ions. This correction, together with the crevice piston design, has

ramatically improved the reliability of the RCM data, rendering

he RCM an important facility in the study of low- to intermediate-

emperature combustion kinetics [10] . 

In addition to the ignition delay times of combustible mix-

ures, effort s have also been made to measure species concentra-

ions using ex-situ speciation technique combined with GC. Some

tudies [18,24–27] were conducted by quenching the entire reac-

ion chamber. However, the boundary layer and the piston crevice

ould complicate interpretation of the results [10,28] . An alterna-

ive method is to use the “fast sampling system” [29] , in which

 sampling probe is inserted into the middle of the combustion

hamber to extract a sample from the hot core region, thereby

inimizing the effects of the cold gas from the boundary layer

nd the crevice. For instance, thirty intermediate species were

dentified and quantified by He et al. [29] for iso-octane igni-

ion. The concentrations of most species showed good consistency

ith previous model predictions [30] . More applications of this

echnique were subsequently reported for combustion studies of

-heptane [31] , n-butanol [32] , n-heptane/n-butanol blends [33] ,

nd methyl-butanoate [34] . While previous studies were conducted

nder relatively low pressures (3–10 bar) [29,31–34] , recently Ji

t al . [35] developed a fast sampling system with much higher op-
i  
rating pressure ( ∼25 bar), which was used to study iso-butanol

gnition. 

Considering the species diagnostic capabilities of RCM men-

ioned above, we shall therefore explore the possibility of measur-

ng rate constants using the RCM combined with a fast sampling

ystem. In the following sections, the proposed experimental facil-

ties and methodology are introduced first. Then as a validation of

his method, the rate constant of methyl formate (MF, CH 3 OCHO)

ecomposing to methanol and CO, 

H 3 OCHO = > CH 3 OH + CO (R1)

s measured and proved consistent with previous experimental

4] and theoretical [36–37] studies. Subsequently, the rate constant

f 

H 3 OCOOCH 3 = > CH 3 OCH 3 + CO 2 (R2)

hich is one of the most important decomposition channel in the

yrolysis of dimethyl carbonate (DMC, CH 3 OCOOCH 3 ) [38–39] , is

easured and compared with our high level theoretical calcula-

ions. 

. Methodology 

.1. Rapid compression machine and fast sampling system 

Experiments were conducted in a well-characterized RCM [40] .

t is a pneumatically driven and hydraulically decelerated RCM

ith a crevice piston, a fixed stroke of 500 mm and a large bore

f 50.8 mm. A mixture of fuel and argon is compressed to high

ressure and high temperature within 25–30 ms. Then the pressure

nd temperature in the reaction chamber are slightly reduced due

o heat loss after the EOC. The pressure history is measured us-

ng a piezoelectric pressure transducer (KISTLER 6125C) mounted

n the reaction chamber. The same RCM has been used to study

he ignition of n-heptane [40] , iso-octane [40–41] , and iso-butanol

35] , with good consistency with literature results. Details of the

CM are given in these papers. 

The fast sampling system, previously developed to withdraw

table species from the reaction chamber [35] , was modified in

he present study to minimize the sample loss during the sam-

ling process. As shown in Fig. 1 , the system mainly consists of a

ampling probe, a fast-acting sampling valve, a sampling tank, the

rst transfer line to the sample inlet of the GC, the second trans-

er line from the sample outlet of the GC, and a vacuum pump. All

he wetting areas, including the transfer lines, the sampling tank,

nd the sampling valve, are heated up to 393 K and evacuated be-

ore the sampling experiment. Noting that the extracted sample

as stored in the sampling tank and then transferred to the GC

y a syringe in the previous study [35] , the sampling tank was di-

ectly connected to the inlet of the GC in the present study. Conse-

uently, the high-pressure, high-temperature mixture in the reac-

ion chamber expands to the sampling system as well as the sam-

le loop of the GC simultaneously during the period (2.5 ms) when

he solenoid valve is kept open. The equilibrium pressure in the

ampling system is recorded by a pressure sensor (KISTLER 4045A)

ounted on the sampling tank. It represents the sample amount

nd is used to normalize the peak area in the analysis of the GC re-

ults. Typically, the sample amount is less than 0.4% of the mixture

n the reaction chamber, resulting in an equilibrium pressure of

.3 bar in the sampling system. A commercial GC (Agilent 7890B)

as used for species detection and quantification (GC conditions

nd sample chromatograms are provided in the Supplemental Ma-

erial). Only one sample was withdrawn from the reaction chamber

n a single shot. A series of experiments were conducted to sample



32 P. Zhang et al. / Combustion and Flame 183 (2017) 30–38 

Fig. 1. Schematic of the fast sampling system. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Table 1 

Mixture compositions and test conditions. 

No. Fuel name Percent (%) p eff (bar) T eff (K) 

Fuel Ar 

1 MF 0 .05 99 .95 28 .56 1112 

2 MF 0 .24 99 .76 29 .14 1099 

3 MF 0 .50 99 .50 28 .90 1075 

4 MF 1 .01 98 .99 27 .88 1043 

5 MF 1 .50 98 .50 27 .48 1009 

6 MF 2 .01 97 .99 26 .70 980 

7 MF 3 .99 96 .01 30 .10 948 

8 DMC 0 .38 99 .62 28 .87 1068 

9 DMC 1 .96 98 .04 30 .00 1060 

10 DMC 2 .11 97 .89 30 .27 1046 

11 DMC 2 .23 97 .77 29 .77 1033 

12 DMC 2 .36 97 .64 29 .93 1023 

13 DMC 2 .50 97 .50 29 .90 1011 

14 DMC 2 .71 97 .29 29 .85 994 
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at different times after the EOC, yielding a time-resolved species

concentration profile. The dilution effect of the dead volume in the

probe was corrected according to [35] . 

The concentration profiles of CO and DME were measured re-

spectively in the MF and DMC experiments to derive the rate con-

stants. Furthermore, in the MF experiments CO 2 , CH 4 , MF, and

CH 3 OH were also quantified to check the balance of the carbon

and oxygen atoms. The calibrations of CO, DME, CO 2 , and CH 4 were

conducted using standard gases, while home-made MF/Ar mix-

tures were used to calibrate the MF mole fractions. Effective car-

bon number method was used to estimate the mole fractions of

CH 3 OH. The uncertainty in the sampling and quantification pro-

cess will be discussed in Section 3.1 . The sampling time window is

2.5 ms, which is determined from the pressure profile of the sam-

pling tank. 

2.2. Test mixtures and test conditions 

All the test mixtures were prepared manometrically in a 20 L

stainless-steel mixing tank. The mass of the fuels injected into the

mixing tank was measured using a balance with 0.1 mg accuracy as

a double check. The MF experiments were conducted at room tem-

perature for its high vapor pressure. For DMC, experiments with

fuel concentration higher than 0.5% were conducted with the mix-

ing tank, the transfer line, and the reaction chamber heated to

356 K with a heating jacket to avoid potential condensation. The

deviation of the temperature on the axis of the reaction cham-

ber is within 1.5 K of the setting temperature. The temperatures

of the mixing tank and the transfer line are maintained 5.0 K be-

low the setting temperature to avoid condensation or overheat. The

operation pressure for the sampling experiment is in the range of

25–45 bar for the present facility, recognizing that lower pressure

will result in insufficient sample while higher pressure will lead

to leakage of the sampling valve. Increasing the diameter of the

probe and the orifice of the sampling valve would correspondingly

increase the amount of the sample obtained, which could extend

the operation pressure range of the current facility. 

Mixture compositions and test conditions are shown in Table 1 .

The experimental temperatures selected herein are based on the

analysis of the recently published MF [36–37] and DMC [38] mod-

els so that the CO concentration in the MF experiments and the

DME concentration in the DMC experiments are dominated by R1

and R2 respectively. This is accomplished by sensitivity analysis

shown later in Section 3 . The lowest temperatures are 940 K for
he MF experiments, and 980 K for the DMC experiments, which

re limited by the detection limit of the present GC analysis sys-

em. Consequently the initial mole fractions of MF and DMC are

ncreased with decreasing experimental temperature; with the MF

xperiments conducted under 30 bar, 948–1112 K, 0.05–3.99% MF

n Ar, and the DMC experiments conducted under 30 bar, 980–

080 K, 0.38–2.71% DMC in Ar. 

.3. Temperature profile in the RCM 

Figure 2 shows a typical temperature profile in the RCM, de-

uced from the adiabatic relation: 
 T t 

T 0 

γ

γ − 1 

dl nT = l n 

(
p t 

p 0 

)
(1)

here T 0 , p 0 , p t , and γ are the initial temperature, the initial pres-

ure, the pressure history, and the specific heat ratio, respectively.

imilar to previous studies [35,40–41] , a slight pressure oscillation

s observed around the EOC; a typical pressure profile is provided

n the Supplemental Material. Consequently, time-zero (0 ms) is

efined as the first peak in the pressure history around the EOC;

he sharp temperature rise before time-zero is induced by the

ompression. The temperature at time-zero is denoted as T C . The

light temperature rise after time-zero is due to a slight move-

ent of the piston, resulting in a maximum temperature, T max .

he subsequent steady decrease is due to the heat loss. Typical
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Fig. 2. Representative temperature profile in the RCM. 
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est time of the RCM experiment for ignition is 5–100 ms [10] .

owever, longer test times will expose the mixture to a broader

emperature range, which means the results are more likely to be

isturbed by non-zero-dimensional factors such as heat transfer.

oth the adiabatic assumption and the kinetically dominant rela-

ion can be maintained at a slightly longer test time ( e.g. 20 ms),

nd can be affected at a much longer test time ( e.g. 100 ms). How-

ver, discussion of the test time limit is beyond the scope of this

aper. The test time in the present work was selected to be 10 ms;

hat is most of the reported CO and DME mole fractions were col-

ected during the period of 0–10 ms. The temperature at 10 ms is

enoted as T min . It is nevertheless also noted that preliminary tests

p to 20 ms were performed, yielding results that are consistent

ith those of the 10 ms cases. 

Figure 2 shows that the temperature in the RCM experiment

aries with time, instead of being constant in the ST experiment.

t rises dramatically during the compression and drops slightly af-

er the EOC. This behavior does not affect the feasibility of the

ate constant measurement because the temperature can be char-

cterized by Eq. (1) and considered in the batch reactor model by

arying the volume [23] . Effective pressure ( p eff) and effective tem-

erature ( T eff) are used in the present study to report the corre-

ponding conditions of the measured rate constants. The effective

ressure is defined as the integral average of the pressure during

–10 ms. The effective temperature is the temperature correspond-

ng to the effective pressure. According to our tests, regardless of

hich temperature, T C , T max , T eff, or T min , is used to denote the ex-

eriment condition, the fitted Arrhenius expression will converge

o a similar expression. 

.4. Rate constant optimization method 

The rate constant is optimized by the following steps: 

1) Optimize the Arrhenius A -factor to best fit the simulation re-

sults to the measured CO (or DME) concentration profile, which

yields an optimized rate constant for a specific effective tem-

perature. A series of rate constants for different effective tem-

peratures are thus obtained. 

2) Fit the optimized rate constants for a series of effective tem-

peratures to the Arrhenius expression k = A × exp (−E/T ) , and

obtain an optimal A -factor, A opt , and an optimal activation en-

ergy, E opt . 

3) Take the fitted Arrhenius expression k = A opt × exp (−E opt /T ) as

the new rate expression. Repeat the above procedure until the
activation energy and the measured rate constants converge.

The converged A opt and E opt are reported as the measured rate

expression. 

The best-fit in step (1) is defined by, 

 ( f ) = 

n ∑ 

i =1 

(
F t i 

spc, cal 
( f ) − χ t i 

spc,exp 

)2 
(2) 

here Q(f) is the target function to be minimized, n the number

f experiments under this condition, χ
t i 
spc,exp the measured CO (or

ME) mole fraction at the time t i , and F 
t i 

spc, cal 
( f ) the function that

escribes the relation between the factor f and the predicted CO

or DME) mole fraction at t i . The function F 
t i 

spc, cal 
( f ) is fitted from

 series of simulations conducted by varying the factor f in the

ange of 0.1–10. The residual of ( F 
t i 

spc, cal 
( f ) − χ

t i 
spc,exp ) represents

he deviation of the simulation from the experiment at t i , and Q(f)

epresents the total deviation of the simulation from the measured

oncentration profile under this condition. 

Simulations presented herein were performed in a batch reac-

or with the program Cantera [42] . The facility effects, including

he compression and the heat loss processes, were considered by

pecifying a dimensionless volume profile to the batch reactor. The

olume profiles, which were derived from adiabatic relation using

nitial temperatures, initial pressures, and pressure profiles mea-

ured in the experiments, were normalized to the volume at the

OC. All the volume profiles used in this paper are provided in the

upplemental Material. Dooley’s model [36] and Felsmann’s model

37] were used in the study of reaction R1. It is noted that in Doo- 

ey’s model [36] , which has been widely tested and proven effec-

ive to predict species concentrations in shock tube, flow reactor,

nd flame experiments, the activation energy of R1 was obtained

y analogy while the A-factor was adjusted to fit their flow reac-

or experiment. On the other hand, the more recently developed

elsmann’s model [37] is based on the Sandia-Argonne’s MF model

43–46] and contains Klippenstein’s calculation for R1, which has

ot been formally published yet. These two models, however, pre-

ict almost identical results in this study. Consequently, only the

redictions based on Felsmann’s model will be presented to avoid

luttering of the figures. 

A recently reported model for DMC combustion by Sun et al.

38] was used to study reaction R2. It has been tested against vari-

us experiments including flow reactor experiment, shock tube ig-

ition delay, and laminar flame speed. 

.5. Rate constant calculations for DMC decomposition 

As suggested in previous studies [38–39] , the first two low-

st energy channels, i.e. CH 3 OCOOCH 3 = > CH 3 OCH 3 +CO 2 and

H 3 OCOOCH 3 = > CH 3 OC(O)O + CH 3 strongly dominate DMC de-

omposition. Thus, in order to validate the accuracy of our

ate constant measurement for R2, these two channels were

nvestigated by high level quantum chemical calculations and

RKM/Master Equation (ME) simulations. The quadratic configura-

ion interaction calculation including single and double substitu-

ions (QCISD) [47] with the cc-pVTZ basis set [48] was used to op-

imize the related stationary points and compute the vibrational

requencies. Single point energies were corrected at the level of

CSD(T)-F12 [49] with the optimized correlation consistent basis

et, VTZ-F12 [50] . The barrierless C 

–O bond fission were stepwise

ptimized with the step size of 0.1 Å at the level of B3LYP/cc-

VTZ [51] , while the dissociation energy was scaled at the level of

CSD(T)-F12/VTZ-F12. The optimization and Hessian analysis were

erformed by the Gaussian09 program package [52] while the

CSD(T)-F12 energies were computed with the MOLPRO 2012 pro-

ram [53] . The RRKM/ME calculations with a microcanonical vari-
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Fig. 3. Sensitivity analysis result of CO production in the pyrolysis of MF at 30 bar 

and 940–1200 K using Felsmann’s model [37] . Solid line is the sensitivity of reaction 

R1. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 4. Typical measured time histories of CO mole fraction (square) in the MF ex- 

periments. Dotted line is the CO mole fractions predicted by the original Felsmann’s 

model [37] . Solid line is the CO mole fractions predicted by the optimized Fels- 

mann’s model. The variation of opt. k R1 ± 30% (dashed lines) shows the uncertainty 

of the measured rate constant. 
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ational treatment for the barrierless C 

–O bond fission were per-

formed within the temperature range of 70 0–180 0 K at 0.5, 1, 10,

30, 100 atm, with the kinetic code – MESS [54–55] . The torsional

modes corresponding to the internal rotation of -CH 3 were treated

as 1-D hindered rotors, while the hindrance potential was com-

puted at the level of B3LYP/cc-pVTZ. The asymmetric Eckart tun-

neling assumption [56] was used to estimate quantum tunneling

effects. The collisional energy transfer function was represented

by a single-parameter exponential down model with < �E > down =
200 × (T/298) 0.85 cm 

−1 , which was also adopted by Sun et al. [38–

39] . Lennard–Jones parameters were empirically estimated [57] , for

Ar, σ = 3.47 Å, ε = 114 K and for DMC σ = 5.53 Å, ε = 440 K. 

3. Results and discussion 

3.1. Validation experiment: MF = > CH 3 OH + CO 

In this section, the rate constant of R1 was measured and com-

pared with those from previous experimental [4] and theoretical

[37] studies to validate the proposed method. Sensitivity analysis

was performed first to identify the suitable experimental tempera-

ture range, in which the production of CO is dominated by reaction

R1. The sensitivity index S i is defined by, 

S i = 

χCO , i − χCO , 0 

χCO , 0 

× 1 

0 . 25 

(3)

where χCO, 0 is the original predicted CO concentration at 10 ms,

where the subscript i is the reaction index, and χCO, i is the pre-

dicted mole fraction of CO when the A-factor of reaction i is in-

creased by a factor of 0.25. Therefore, the physical meaning of the

sensitivity index defined in Eq. (3) is the percentage increase in the

CO production. 

Figure 3 shows the top six sensitive reactions in the temper-

ature range of 940–1200 K calculated with the Felsmann’s model

[37] . The production of CO is dominated by R1 in this range. How-

ever, the dominance of R1 is gradually reduced with increasing ini-

tial temperature. Meanwhile the secondary reactions become more

important. Consequently, the MF experiments were conducted be-

low 1120 K. 

Figure 4 shows a representative time-resolved CO profile

(squares) measured in the MF experiments for mixture No.3, to-

gether with the simulation results calculated with the original
elsmann’s model [37] (dotted line) and the updated Felsmann’s

odel (solid and dashed lines). Only one sample was extracted in

ne shot. Consequently, twelve experimental samplings at different

imes were conducted under the same condition to obtain the CO

rofile shown in Fig. 4 . The measured CO mole fraction profile is

uite smooth and the data scatter is small, implying that the re-

eatability of the facility is reasonable. The predicted production

f CO begins before time-zero, which is the time of the EOC, then

losely follows the measured results, indicating the compression

rocess and the heat loss have been adequately considered in the

ariable volume batch reactor model. The prediction of the original

elsmann’s model is located within the uncertainty of the mea-

ured results. The ± 30% variation of optimized k R1 in Fig. 4 shows

he uncertainty of the derived rate constants, which will be dis-

ussed at the end of this section. Examples of measured profiles

or other detected species are shown in the Supplemental Mate-

ial. 

Similarly, experiments were conducted for mixtures No. 1–7,

btaining seven time-resolved CO profiles for seven effective tem-

eratures ranging between 948 and 1112 K. The rate constants were

ptimized using the methodology descripted in Section 2.4 . Specif-

cally, the rate constants in the Felsmann’s model were used as a

tarting guess, which has an activation energy of 62.86 kcal/mol.

or each effective temperature, the pre-exponential A-factor was

uned to best fit the simulation results with the measured CO pro-

le, yielding a corresponding reaction rate for the effective tem-

erature. In total, seven rates were obtained for seven effective

emperatures. They are fitted to the Arrhenius expression, achiev-

ng a new activation energy of 61.36 kcal/mol. This process was re-

eated and converged after two iterations. The converged k R1 are

hown in Fig. 5 . The converged Arrhenius expression is k R1 / s 
−1 =

3 . 04 × 10 13 exp ( −30968 K/T ) , which is validated at 30 bar over

he temperature range of 948–1112 K. 

Figure 5 also shows the comparison of the measured k R1 with

 previous ST measurement [4] and the prediction of Felsmann’s

odel [37] . Felsmann’s model predicts strong pressure dependence

f R1 over the ST experimental temperature range (1202–1607 K)

nd weak pressure dependence in the RCM experimental tempera-

ure range of 948–1112 K. At 1.5 bar, the model agrees with the ST

xperiments with 12% root mean square (RMS) error. At 30 bar, it

grees with the present RCM experiments with 15% RMS error. 
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Fig. 5. Comparison of the measured k R1 with previous experimental [4] and theo- 

retical [37] rates of reaction R1. Circles: RCM experiments at 30 bar from this study; 

squares: ST experiments at 1.5 bar from Ren et al . [4] ; dashed line: Felsmann’s 

model [37] at 30 bar; solid line: Felsmann’s model [37] at 1.5 bar. 
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Fig. 6. Sensitivity index of DME production in the pyrolysis of DMC under 30 bar 

and 980–1140 K, obtained by using Sun’s model [38] . Solid line is the sensitivity of 

reaction R2. 
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In the above experiments, MF and other main products, i.e . CH 4 ,

O 2 , and CH 3 OH, were also measured and quantified (shown in

he Supplemental Material, Table S2) to check the carbon and oxy-

en atoms balance. 93–96% of the total carbon and oxygen atoms

ere recovered in the quantified species, which is considered to

e satisfactory for speciation studies [35] . The primary reason for

he carbon and oxygen loss is the potential condensation of MF in

he sampling probe [35] . Moreover, the carbon and oxygen atoms

n the unquantified unimportant species could make up 1% of the

otal amount according to the model. 

In this study, the uncertainty of the measured rate constant

s mainly introduced by the mixture temperature determination,

he sampling and quantification process, the fitting error, and sec-

ndary reaction effects. The mixture temperature is determined by

he adiabatic core assumption, which has been proven reasonable

nd well accepted in non-sampling studies [14–18] . Based on the

onsistency observed in Fig. 5 , it is reasonable to conclude that the

ssumption also holds well with a sampling probe inserted in the

eaction chamber, as otherwise the measured rates would be sig-

ificantly lower than the literature results. Consequently, according

o the adiabatic assumption, the uncertainty of the mixture tem-

erature mainly comes from the uncertainty of the initial temper-

ture ( ±1.5 K) measured by the thermocouple, the initial pressure

 ±860 Pa) measured by the static pressure sensor, the pressure his-

ory ( ±0.4%) measured by the cylinder pressure transducer, and the

ixture composition (less than ±0.1%) determined by the pressure

ensor and electronic balance. They together result in an uncer-

ainty of ±5.2 K in T eff in a single shot. Additionally, a series of ex-

eriments typically has a standard deviation of ±2 K in the deter-

ined mixture temperature. Consequently, the uncertainty in T eff is

stimated to be ±5.6 K, which can be converted to an uncertainty

f 25% in the measured rates. 

The sampling and quantification process is another major

ource of the uncertainty. In every single experiment, only less

han 0.4% gas is extracted from the reaction chamber. Therefore,

he temperature in the reaction chamber is barely affected by the

ampling process. Once the sampling probe opens, the gas instan-

aneously expands to the sampling system driven by the pressure

ifference of 3–6 orders of magnitude. The fast expansion cools the

ample and quenches the reaction, preserving the stable species as
t was in the reaction chamber; while the reactive radicals in the

ample may end up as stable species. The main uncertainty sources

ntroduced in this process are the dead volume dilution, the re-

ombination of the radicals, and the wall loss. The uncertainty in

he dead volume dilution is estimated to be 2–8% according to the

revious study [35] . The uncertainties introduced by radical recom-

ination are characterized to be less than ±5% by the Cantera sim-

lation. The sampling valve is kept open for 2.5 ms, which means

hat the uncertainty in the sampling time is ±1.25 ms. Normaliza-

ion of the sampling amount has an uncertainty of ±2%, consid-

ring the equilibrium pressure (0.3 bar) and the uncertainty of the

ressure sensor ( ±0.005 bar). The uncertainty from the gas chro-

atography measurement is conservatively estimated to be within

10%. In total, the sampling and quantification process has an un-

ertainty of ±15% in the species concentrations and the rate con-

tants. 

The fitting error is introduced into the rate when fitting the

re-exponential A-factor to match the measured concentration. It

s estimated to be ±5% based on the RMS of the deviation. The

ncertainty from the secondary reaction effect is estimated to be

ithin ±5% by comparing with the results after tripling the rate

onstants of the top five sensitive secondary reactions. 

According to the above analysis, the overall uncertainty in the

easured rates is estimated to be ±30%. Based on the consis-

ency shown in Fig. 5 and the uncertainty analysis, it is reasonable

o conclude that the proposed method has merit, and as such is

romising in further studies. 

.2. Rate constant measurement: DMC = > DME + CO 2 

In this section, the rate constant of R2 was studied as an ap-

lication of the proposed method. Sensitivity analysis was per-

ormed first using Sun’s model [38] according to Eq. (3) introduced

n Section 3.1 . As shown in Fig. 6 , in the DMC pyrolysis system,

he production of DME is primarily sensitive to R2 over the tem-

erature range of 980–1140 K. With increasing temperature, sec-

ndary reactions become more important since they all consume

he products of the competition reactions, such as CH 3 and CH 2 O.

onsequently, the DMC experiments were conducted below 1080 K.

dditional sensitivity analysis performed by multiplying the pre-

xponential A-factor by 1.5 and 2.0 resulted in similar conclusion.

ote that while the other product of reaction R2 is CO , it is inap-
2 
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Fig. 7. Example of measured DME mole fraction time-histories (square). Solid line 

is the predicted DME mole fractions using Sun’s model [38] with k R2 replaced by 

the optimized one. The variation of k R2 ± 30% (dashed lines) shows the uncertainty 

of the optimized rate constant. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 8. Comparison of measured k R2 (square) with theoretical calculations. Dash-dot 

line: calculated k R2 from this study; dashed line: calculated k R2 from Sun et al . [38] ; 

dotted line: calculated k R2 from Peukert et al . [39] . Pressure: 30 atm. 
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propriate to derive the rate constant by quantifying CO 2 because it

is not dominated by R2. 

Figure 7 shows a representative measured DME concentration

profile (solid squares); ten experiments with different sampling

times were performed with mixture No. 10, yielding the DME

profile shown. The solid line is the prediction calculated using the

updated k R2 . The dashed lines show the uncertainty range of the

concentration prediction introduced by the uncertainty of k R2 . The

measured DME concentrations and their error bars are covered by

the uncertainty range of the concentration prediction. The origi-

nal model over-predicts the DME concentration by a factor of 5

and as such its prediction is not shown. Examples of the measured

profiles for other detected species are shown in the Supplemental

Material. 

Seven DME profiles were measured for mixtures Nos. 8–14,

representing seven effective temperatures. For each effective tem-

perature, the A-factor of reaction R2 was adjusted to match the

model prediction with the measured DME profile, resulting in

an optimized reaction rate for the specific effective tempera-

ture. Seven rates were obtained and fitted to the Arrhenius ex-

pression to derive a new activation energy. The above process

converged after two iterations. Figure 8 shows the measured

k R2 , and the converged Arrhenius expression k R 2 / s 
−1 = 2 . 02 ×

10 13 exp ( −34248 K/T ) over the temperature range of 994–1068 K

at 30 bar. The uncertainty of the measured rate constant for R2 is

also estimated to be ±30% because the four components of the

uncertainty, i.e. the uncertainties in the effective temperature

( ±5.6 K, i.e. 25% in the measured rate), the mole fraction measure-

ment ( ±15%), the effects from other reactions ( ±5%), and the fit-

ting error ( ±5%), are similar to those in the measurement of k R1 .

Details about the uncertainty identification and estimation were al-

ready introduced in Section 3.1 . Sensitivity analysis was performed

again based on the fitted k R2 , showing the production of DME is

still dominated by R2 at 1080 K. 

However, as shown in Fig. 8 , discrepancies were found between

the rates measured in this work and calculations from the lit-

erature [38–39] . Quantum chemistry calculations were performed

in order to explore these discrepancies. We computed the poten-

tial profile of the two dominant DMC decomposition pathways

with a high level quantum chemical method, i.e. CCSD(T)-F12/VTZ-

F12//QCISD/cc-pVTZ, as shown in Fig. S6 in the Supplemental Ma-

terial, along with the previous study by Peukert et al. [39] at the
evel of CCSD(T)/CBS//M062X/cc-pVTZ. The computed energy barri-

rs for R2 from the two studies are almost identical. However, the

omputed frequencies at the level of M062X/cc-pVTZ have quite

arge deviations compared with the QCISD/cc-pVTZ frequencies, es-

ecially for low frequencies, as listed in Table S8 in the Supple-

ental Material. The QCISD method is suggested for studying such

 transition state structure with resonance-stabilization character-

stics. Among the temperature range of 994–1068 K, our RCM mea-

urements agree very well with the calculated RRKM/ME rate con-

tants in this work, but are lower than the data of Peukert et al .

39] by a factor of ∼50. It is noted that Peukert et al . [39] mea-

ured the rate coefficients of DMC = > CH 3 +CH 3 OC(O)O by ST

nd computed their values by the VariFlex code [58] . The phase

pace theory (PST) [59] was used to simulate the C 

–C bond fis-

ion with energies adjusted to fit their ST measurement for the

 

–C bond fission. The authors have stated that the simulated H

oncentration in their ST experiment was not sensitive to the rate

onstants of R2. Sun et al. [38] computed the DMC decomposi-

ion rate constants with the MESS code [55] by using the PES at

CSD(T)/CBS//M062X/cc-pVTZ and considering the conformational

hange between the cis-trans and cis-cis configurations. Their rate

onstants for R2 are also significantly lower than those of Peukert

t al . ’s [39] by a factor 10–20 over the temperate range of 900–

100 K at 10 atm. Considering the discrepancies between the com-

uted k2 in this wok and those in Ref. [38] , up to a factor of 4 over

he temperature range of 90 0–110 0 K, it can be mainly attributed

o the entropy discrepancies between QCISD and M062X calcula-

ions since the energy barriers used in two studies are nearly the

ame. 

. Conclusions 

A method was proposed to measure the rate constants in

inetically-simple systems using rapid compression machine (RCM)

nd fast sampling. The basic concept is that when the uncertainty

f the concentration of a species is dominated by a single reac-

ion, the rate of this reaction can be derived by measuring the con-

entration profile of this species. Considering the characteristic of

CM, the entire volume profile was used in the simulation to take

nto account the compression process and the heat loss effect. 

As a validation of the proposed method, the rate of reaction

H 3 OCHO (methyl formate, MF) = > CH 3 OH + CO ( R1 ) was de-

ermined by measuring the CO concentration in the MF pyroly-
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is in 948–1112 K, 30 bar, yielding the rate expression k R 1 / s 
−1 =

3 . 04 × 10 13 exp ( −30968 K/T ) with ±30% uncertainty. The excel-

ent consistency of the measured rate constants with previous ex-

erimental [4] and theoretical [37] studies shows the merit of

he proposed method. Then the rate constant of dimethyl carbon-

te (DMC) pyrolysis, DMC = > CH 3 OCH 3 (DME) + CO 2 ( R2 ), was

tudied to demonstrate the utility of this method. Time resolved

ME mole fraction was measured in DMC pyrolysis at 994–1068 K

nd 30 bar. The optimized rate expression is k R 2 / s 
−1 = 2 . 02 ×

0 13 exp ( −34248 K/T ) , which agrees well with the RRKM/Master

quation calculation based on a high level quantum chemical po-

ential energy surface. 

The method proposed herein can be used in various pyroly-

is and oxidation systems as long as the uncertainty of the con-

entration of an individual species is predominantly influenced

y a single reaction. Practically, some experimental design meth-

ds such as “sensitively entropy” [60] could be used to identify

uch systems. Considering that RCM has a longer characteristic

ime compared with that of ST, and GC can be used to quantify

arge molecules and multiple species simultaneously, the present

ethod holds the potential to be a complementary tool for rate

onstant studies. Recognizing the limitations of the GC measure-

ents, coupling RCM to fast-sampling time-of-flight mass spec-

rometer can be a useful tool for reaction rate measurements. 
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